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INSTRUCTIONS

Read carefully the wording of the problem before you start. There are four problems
altogether. You may use a A4 sheet of paper and a mathematical handbook. Please
write all the answers on the sheets provided. You have two hours.

Problem | a. b. C. d.
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1. (25) Assume that every unit in a population of size N has two values of statistical
variables X and Y. Denote the values by (z1,41),...,(Zn,yn). Assume that the
population mean py and the population variance 0% of the variable X are known.

Suppose a simple random sample of size n is selected from the population. Denote
by (X1,Y1),...,(Xn,Y,) the sample values. The above assumptions are that

E(Xy) = px and  var(X;) = ox
fork=1,2,...,n
a. (10) Denote ¢ = cov(Xy,Y7). Compute cov(Xy,Y;) for k # 1.
Hint: what would be cov(Xy, Yy + Yo+ -+ -+ Yyn)? Use symmetry.

Solution: by symmetry the covariances cov(Xg,Y;) are the same for all k #
l. The covariance in the hint is 0 because the second sum is a constant. By
properties of covariance we have

COV()(]€7 Yk) + (N — 1) COV(Xk, Yl) = 0,

and hence .

N-1

cov(Xg, V) = —

b. (10) Assume the quantity ¢ = cov(Xy,Y)) is known. We would like to estimate
the population mean uy of the variable Y. The following estimator is proposed:
N
#Y:Y——2<X—HX) .
Ox
Argue that the estimator is unbiased and compute its variance.

Solution: The estimators X and Y are unbiased and the claim follows by linear-
ity. We compute

2
. _ 9 o
var(Y) = var(Y) + C— var(X) — —2C cov(Y, X)
UX Ox

2 2

_ oy N- c_._X N—-n 2 e c

~hn N- + ok N1 g\ T
n

n n
~N-nl c?
~ N-1n %

c. (5) Assume the quantity ¢ = cov(Xy,Y7) is known. Another possible estimator
of puy is fiy =Y which is unbiased. Under which circumstances is the estimator

v =Y = = (X = pux) -
X

more accurate than the estimator fiy? Explain your answer.

Solution: Both estimators are unbiased and the variance of Y is always smaller
than the variance of X unless ¢ = 0.
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2. (25) Assume that our observations are pairs (z1,y1), ..., (Zn, yn). We assume that
the pairs are independent samples from the distribution with density
1 (y—b2)?
Flay) = e
oV 2mx

for z > 0, —00 < y < oo and 02 > 0. Assume as known that the random variable
Y- 6X,
VX1

is distributed normally as N(0, 0?) and is independent of X;.

A

a. (5) Find the maximum likelihood estimates for the parameters 6 and o.

Solution: the log-likelihood function is

n

0(0,0lx,y) = Z (—g log 2w — nlogo —
k=1

(y — 9%)2) '

2021y,
Computing the partial derivatives we get

ot < (yp — Ox)
-t

o
k=1
or n - (yx — Ozy)?
Jdo o = o3,

Setting the partial derivatives to zero, from the first equation we get

0 — ZL Yr
ZZ:1 Lk

and from the second

b. (10) Compute the Fisher information matrix and give approximate standard
errors for the above estimators.

Solution: compute for n = 1:

826_ x

50 = 7

% _y—0x
0o o3

o0 1 (y — 0z)?

do? o2 oty
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Replace x by X andy by Y. From the first part we infer that X ~ exp(1), so
EX) 1

2 2"

262

For the other two expectation we use the known fact from the text to get

o o

2
E {a ¢ 9,0|X,Y)} =

2 2E(ZvV X
ot (Q7U|X7Y> - - ( \/_):07
00 0o o3
0?( 1 3E(Z?) 2
Ebﬁﬂﬂxyﬂ:;‘ T o
The Fisher information matrix is
L 0
0= (5 3),
and the approximate standard errors are
se(f) = 7 and se(0) = 7

Vn Von:

. (10) Compute the exact standard error of the maximum likelihood estimator .
Assume as known that the density of the pair (> 7, X, >,y Vi) is

1 _ (y=02)2

-1 —
n z. e 202

e

(n—1)! V2rzo

Solution: using the given density we get

fx,y) =

1 (y—0z)2

. 0o 00 y 1 L -
F (0) = / / z " e " e 2% dydx
0 oo T (n—1)! \V2txo 4
= U " e dx
(n—=1!Jo

= 0,
and
) [e%e] 2 2
~ Yy 1 -1 - 1 _ (y=0m)
E<92> :// v n—lg=e e dydu
0 oo TP (n - 1)' \2Txo 4
= e *dx
(n—=1)"J, 2
2
o
— H2
n—1 +
Finally,
2
var(f) = d
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3. (25) Assume the observed values are pairs (x1,41), ..., (Zn, yn). We assume that
the pairs are an i.i.d. sample from the bivariate normal density given by

1 _ b1272cajy+ay2

x’ = ¢ 2(ab—c2)

f(@y) 2mvab — ¢?

where a,b > 0 and ab — ¢ > 0. We would like to test the hypothesis
Hy:c=0 versus Hi:c#0.

a. (15) Assume as known that the unrestricted maximum likelihood estimates of
the parameters are given by

(d é) - (1% D ket Th %122:1 xkyk)
¢ b LY TRk D or1 Ui
Find the likelihood ratio statistic A for the testing problem.

Solution: the log-likelihood function is given by

n

Z(bxi — 2cxpyx + ayq) -
k=1

1
l(a,b,c|x,y) = —nlog2m — g log(ab — c*) — (b — )

Using the known unrestricted mazimum likelihood estimates we get

1
2(ab — ¢2)

n

Z(i)xi — 26TRyx + ayy) -

l <€L, b, ¢lx, y> = —nlog2m — g log(dl;—éQ) —
k=1

We need to simplify the last expression. Summing up we get
Z(l;xi — 2y + ay?) = bna — 2¢né + anb .
k=1

It follows that

0 (a, b, elx, y> — —nlog 27 — glog(ai) .

In the restricted case we need to maximize
n n I~y 1,
l(a,b|x,y) = —nlog2m — Eloga— §logb— %;xk - %;yk

The above expression is maximized when the terms containing a and b are max-

mmized. We get
I M
a=— d b=-— 2
a n;xk an n;yk

It follows
14 <6~L71~)70|X,y> = —nlog2m — glogd - glogl;— n.

We have R .
A=n (— log(ab — &) + logd + log b) .
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b. (10) What is the approximate distribution of A\ under Hy?

Solution: by Wilks’s theorem X\ ~ x*(r) where r =3 —2 = 1.
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4. (25) Assume the linear model

Y =X[B+¢€

where E(€) = 0 and var(e) = o(I+all”) for a > 0. The constant a is assumed to be
known.

a. (15) Prove that
B=[X"(1+c11")X] ' X" (1+c117) Y
for
a

“1+an
is the best unbiased linear estimator of 3.

Hint: Check that

C =

(I+a11") (I4c11") =1.

Solution: let B be an arbitrary unbiased estimator of 3. This means that

B =LY
for a matriz L such that
LXB=0.
Compute
Var(,[:]) = Var(B — B + B)
= Var(B — B) + Var(B) + 2COV(B — B, B) .
Denote
A=(I+all") and C=TI+cl11".
We have

AC =1+ al11” + 11" + ac1111" =1+ (a + ¢ + nac)11* =1.
Using cov (Y,Y) = oA compute

cov (B .y B) = cov ((L — (XTCx) XTC> Y, (X7CX) ™ XTCY)

-1

o* (L - (X"CX) ™' X"C) ACX (X" CX)
2(LX - 1) (X"CX) ™

I
S q

The assertion follows as in the proof of the Gauss-Markov theorem.
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b. (10) Suggest an unbiased estimator for the parameter o2. Show that it is unbi-

ased.

Solution: compute

€1
€9 .
e=|.| =Y-X3.
€n
We have
e= (1-X(X"CX)'X"C)e
and

e (T- Cx(X"Cx) X" (T - X(X'CX) X" C)e
Tr| (T - CX(XTCX) X" (T - X(X'CX) ' X C)ee’| .

Since ee’’ = 0? A, we have

E (Zn: éi) = o*Tr| (I- CX(X"CX) 7'X") (1 X(X"CX) 'X"C) A
- =0’ Tr(A — X(XTCX)'XT").

It follows that

) 1 9
€k

7 7 Tr(A - X(XTCX) 1XT) &

is an unbiased estimator of o>.



