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INSTRUCTIONS

Read carefully the text of the problems before attempting to solve them. Five problems
out of six count for 100%. You are allowed one A4 sheet with formulae and theorems.
You have two hours.

Problem | a. b. c. d.
1. ° °
2. °
3. °
4, °
5. °
6. °

(ol [ [ | [ [ |




Probability, 2016/2017, M. Perman, A. Zalokar

1. (20) Suppose m > 1 begonias and n > 1 fuchsias are randomly arranged on a
window sill. All orderings of the m + n flowers are equally likely.

a. (10) What is the probability that to the right of the leftmost begonia there is a
begonia?

The complete solution should be in closed form, the allowed operations being
addition, subtraction, multiplication and division.

Hint: when counting arrangements, merge the two leftmost begonias.

Solution: there are (m;:”) possible arrangements of the flowers. We need to count
the arrangements having a begonia to the right of the leftmost begonia. These
are in bijective correspondence with the arrangements of m — 1 begonias and n
fuchsias: we get the desired arrangements in such a way that the two leftmost
begonias are merged. The number of all such arrangements is (m;f_l) The

1
desired probability is .

b. (10) Let £ = 1,2,...,m + n. What is the conditional probability that in the
k-th position counted from the left there is a fuchsia given that to the right of
the leftmost begonia there is a begonia?

The complete solution should be in closed form, the allowed operations being
addition, subtraction, multiplication, division and binomial symbols. Follow the
convention that (‘;) =0 fora,b € Z and b < 0 or b > a, but still be carefull with
boundary cases.

Solution: we need to count the arrangements for which to the right of the leftmost
begonia there is a begonia, and in the k-th position there is a fuchsia. These
arrangements (we will call them originals) are in bijective correspondence with
the arrangements of m — 1 begonias and n fuchsias (we will call these adapted ):

e [n the original arrangement there are k fuchsias starting from the left and
to the right of the leftmost begonia is also a begonia. These correspond to
the adapted arrangements where there are k fuchsias starting from the left
but there are m — 1 begonias because we have merged two of them. There

are (th:lf_l) such arrangements for all k.

e In the original arrangements there is a fuchsia in the k-th position and the
leftmost begonia is to the left of it, and there is a begonia to the right of the
leftmost begonia. This corrensponds to the adapted arrangements for which
there is a fuchsia in the (k—1)-st positon and at least one begonia to the left
of the fuchsia, where we again reduce the number of begonias by 1. There
are (m+"*2) — (m”‘*k) such arrangements when k > 2; for k = 1 there are

m—1 m—1
no such armngements.
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The conditional probability equals to

(M) om
(") mtn—17

for k=1 and for k =2,3,...,m -+ n equals to
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2. (20) Two players A and B have an ordinary deck of 52 cards each. Both players
shuffle their decks well and independently of each other. They both start placing cards
on the table one by one face up simultaneously from the top of their respective decks.
Use the inclusion/exclusion formula to compute the probabilities below.

a. (10) Let C be the event that at least once the players simultaneously place an
Ace on the table. There are 4 Aces among 52 cards. Compute the probability
P(C). You do not need to simplify the resulting expressions.

Solution: define the events
C; = {the i-th card that the two players simultaneously place are both Aces}

fori = 1,2,...,52. We have C = U2,C;. We use the inclusion-exclusion
formula, where we notice that the intersections of 5 or more events out of
C1,Cs, ..., C, are empty. Due to symmetry all the intersections of k different
events have the same probability. It follows

PC) = (512)P(01)—<522)P(01ﬂ02)

+ <532) P(CiNecNnCs) — (542> P(CiNnCyonC3nCy).

By independence we have

.mco=(§>a

4.3 \?
P(Cl ﬂCQ) = (ﬁ) N

4.3.2 \?
”Q“@“@F(aﬁrﬁ)

and

4.3.2-1 \°
qummah(wﬁym49‘

All together we get

15229
P(C)=——- =0,281263.
(©) 54145 ’

b. (10) Let D be an event that the players at least once simultaneously place the
same card on the table. Compute P (D).
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Solution: the problem is identical to the example from the lectures, where 52
couples attend the ball, and upon leaving every woman chooses a man at random
. From the lectures we have

1 1 1

P(D)=1= g+ g == =

or

P(D) — 333239808909468890675694068318655265019682314241643033726180828783 ~0.6321
527177615496365219422618541545122659969212453861982208000000000000 — :
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3. (20) An urn contains r white and r black balls. Assume balls are selected one by
one at random without replacement.

a. (10) Let M be the number of balls selected until the first white ball is drawn
including the white ball. Compute P(M = k) for k =1,2,...,r+ 1.

Solution: before the first white ball we need to draw black balls. It follows

r r—1 r—k+2 T

P(IM=Fk) = —. )
( ) 2r 2r —1 2r—k+2 2r—k+1

b. (10) Let N be the number of balls selected until all » white or all r black balls
have been drawn. Compute P(N — k) for k =r,r +1,...,2r — 1.

Solution: the event {N = k} happens, if the first k — 1 draws produce r — 1 balls
of the same colour, and the last ball is of the same colour. The first k — 1 draws
produce a random sample of all 2r balls. The probability that there are k — 1
white balls among them is by the hypergeometric distribution equal to

(ril) (kir)
2r :
(1)
Conditionally on the above, the probability that the k-th ball will be white is
1/(2r — k+1). By symmetry, the overall probability is

()G 1

(2) o —k+1°

2.
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4. (20) Let the density of the random variable X be given by

¢ o3 forxz >0
— ) BEe
fx(@) { 0 otherwise

for some constant c.

a. (10) Show that for z > 0

where Z ~ N(0, 1).

Solution: by definition

Fx(z) = [ fx(u)du

[o@) 'u2
= 20/ ez dv Substitution: %: V2
1/V=

= QC@-\/%/ljoﬁe—“;dv
_ 2cx/§(1—<b(%)).

The notation ®(x) stands for the distribution function of standard normal dis-
tribution. We have Fx(x) — 1 when x — oco. It follows

2cﬁjlrgo(1—q>(%)> =cV/2r=1.

It follows that ¢ = L%

b. (10) Let Z ~ N(0,1). What is the density of the random variable Y = 4?7 First
compute P(Y < y) for y > 0.

Solution: we have

s (es) a2 ) (o-0(5)

It follows that Fx(y) = Fy(y), which means that X and Y have the same den-
s1ty.
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5. (20) An urn contains b white and 3 red balls. Balls are selected from the urn at
random without replacement. Let X be the number of white balls before the first red
ball is drawn and Y the number of white balls between the first and the second red
ball.

a. (10) Find the joint distribution of the random variables X and Y.

Solution: the possible values for the random variables are pairs (k,l), for which
k>0,1>0and k+1<b. The event {X = k,Y =1} happens, if first k white
balls is chosen, then a red ball, then | white ones and finally a red ball. Denote
b+ 3 =mn. We compute

PX=kY=1)=

o obb—1)-(b—k+1) 3

T oan—=1)-(n—k+1) n—k
(b—k)(b—k—1)--(b—k—1+1) 2

n—k—0)n—-k—-2)--(n—k—1) (n—k—1—-1)
b(b—1)---(b—k—1+1)-3-2
nn—1)--(n—k—=1-1)
Ble(n—k—1—2)1-3-2
(b—k—)l-nl

b. (10) Show that the random variables X and Y have the same distribution. Com-
pute the distribution of Y.

Hint: the distribution of X should be computed separately, not as marginal dis-
tribution. Then use the symmetry of the joint distribution.

Solution: the random variable X counts the number of white balls before the first
red ball is drawn. The event {X = k} happens if k white balls are chosen first
and then a red ball. Denote n =0+ 3. We get

bb—1)---(b—k+1)-3
nn—1)---(n—k+1)(n—k)

P(X =k) =

for k =0,1,...,b. On the other hand, we can get the distributions of X and
Y as marginal distributions of the joint distribution. Because it is a symmetric
function of k and [, the distributions of X and Y are equal.
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6. (20) Moe, Curly and Larry are playing a game in which any of them can win. In
every round Moe wins with probability a, Curly wins with probability b and Larry
wins with probability ¢ (a + b+ ¢ = 1). The rounds are independent of each other.
They are playing until one player wins twice in two or three consecutive rounds. The
winner of the last round is the winner of the three-player competition.

a. (15) What is the probability that Moe wins the competition in such a way that
he wins the last two games?

A full answer should be in closed form. The allowed operations are addition,
subtraction, multiplication and division.

Hints:

e Proceed backwards from the last three rounds.
o Treat the case where the last two rounds are the only rounds played sepa-
rately.

e Suppose that four rounds are played and that the the winner of the third
round from the back is Larry. Who s the winner of the fourth round from

the back?
Solution: Moe wins in the described way in the following series of wins:

MM
LMCLMM CMLCMM
CLMCLMM LCMLCMM
MCLMCLMM MLCMLCMM

Here the overline over a sequence means that this sequence can appear zero times,
one time or multiple times. The desired probability equals:

a2

1+ (¢ + bc + abe + b+ be + abe) Z(abc)”]

n=0

9 b+ ¢+ 2bc 4 2abe
a” |1+

1 — abc
a*(1+ b+ c+ 2bc + abce)
- 1 — abc
a*(2 — a + 2bc + abc)
- 1 — abe '

b. (5) What is the probability that Moe wins the competition?
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A full answer should be in closed form. The allowed operations are addition,

subtraction, multiplication and division.

Solution: in addition to the first part, Moe can win in any of the following ways:
MCLMCM MLCMLM

LMCLMCM CMLCMLM
CLMCLMCM LCMLCMLM

All the ways of winning are disjoint and hence

2 — a -+ 2bc + ab C
a? [ o C—HLC+<b(1+c—|—bc)—|—c(1—|—b—|—bc)> (abc)”]
0

1 — abe <
_d?(2—a+btcetbe(d+a+b+c)
B 1 — abe
_ a*(3 —2a + 5bc)
B 1 —abe '

10



